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Cloud Computing
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Cloud Deployment Models

4 EProvisioned for

exclusive use by single
organization

internal cloud system

-

FEComposition of

two or more

clouds
FExample: an
academic cloud is
extended to public
cloud or other

Qcademic cloud

)
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EShared by severa]
organizations with
similar goals
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ELIXIR Node

clouds

E Anybody can buy its services
FExample: Microsoft Azure
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Software as a Service (SaaS)
C S C &hipster,

Amazon EC2, CSCbdbs notebook. cs c.GopgleWebApps,

Microsoft Azureé . Google AppEngine,
Heroku,é

Microsoft Web Apps,,..
DropBox and many other cloud services
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Cloud Service Landscape

Infrastructure as a Service (laaS) _ _ _
A This course is strictly about laaS cloud

- Application
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containerizedmicroservicedA OA OT I 1 OOI
serverlessarchitectures

Subscriber

Middleware
O/S

Virtualization

Servers %

Storage - A laaS probably has some evolutionary cycles left,
Networking g too
For example: A, A0O60 BOI AAAA O I1TTTE A

pouta.csc.fi, Amazon EC2,
Microsoft Azure, Google Compute
Engine




Typical laaS Cloud Setup

.
L_F Web U, -
CLI ..

Frontend
Client

=1
—+
®
=
>
)
—t

6 8.5.2019




Creating virtual resources irPouta - User Interfaces

AWeb User Interface
\_J 030EOAAT A £ O AAI ET EOOAOET ¢ ET AEOEAOAI |
o The only Ul to support Haka federated login

ACLI tools
o oN 0 Suitable for more elaborate resource provisioning and possibly
~ some lightweight (scripted) software integrations
o More info athttps://research.csc.f/pouta-install-client

AProgramming APIs
l o Suitable for building very large systems and stacks
T

o0 Support from individual services (compute, storage) to-fldblged orchestration
o List of APIs available &ittps://pouta.csc.f/dashboard/project/access _and_security




Workflow For Creating Resources
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1. "Give me a virtual machine
called VM1 connected to the
internal network X.”

Cloud interface
server
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Virtualized resources




Workflow For Creating Resources

1. "Give me a virtual machine
User called VM1 connected to the Cloud interface
internal network X.” server

% I

2. "OK. It is running.”

Virtualized resources

W edd

VM1
Network X




Workflow For Creating Resources

User 1. "Reserve public IP address 1.2.3.4 Cloudinterface
and attach it to VM1.” server
| & )
\‘x._ Sy .q“l > '
2. "OK. Done.”

Virtualized resources
1.2.3.4

o

VM1
Network X
Public network Z




Workflow For Creating Resources

User Cloud interface
server

3 '

Virtualized resources

A/ d

VM1
Network X
Public network Z




Things needed to create and access a VMaRouta

A Access tdPoutaWeb Ul
A One IPv4 addressA D ORdatBAIP6O
A Security GrouppAOI EOOET ¢ AAAAOO A&£OI I
A Sshkey-Based Authentication
A later the authentication can be changed to password based,
out It Is not so recommended as password protected key
A SSHclient software
A Internet access




Creating a Key pair

Project '
Project / Compute / Access & Security
Compute w
oeview  ACCESS & Security 2
Instances
Volumes Security Groups Key Pairs Floating IPs AP| Access

Images ter Q <+ Create Key Pair X Impert Key Pair I Delete Key Pairs |

(m] Pair Name Fingerprint Actions
Access & Security Key 9erp
Network > O dockercls 69:3d:55:0a:1d:04:29:51:90:5e:91:45:ce:9b:09:5d Delete Key Pair

Navigate to
Compute>Access and
Security>Key Pairs

Create Key Pair

Key Pair Name *
kapoor_shubham DeSCI’IptI on:

Key pairs are ssh credentials which are injected into
images when they are launched. Creating a new key pair
registers the public key and downloads the private key (a
.pem file).

CI |C k 0 n Create Key Prf)t(etct kand use the key as you would any normal ssh
. private key.
Pair, name key as

lastname_firstname Cancel




Storing the key pair

Linux and Mac OS X Windows
0 Create sshdirectory in ~ if its not there 0 Download Putty andPuttygentools if you
already ATT1860 EAOA OEAI

mkdir -p . ssh

chmod 700 . ssh O Load youmprivate key (yourkey.pem)into

0 Move key pair tosshdirectory puttygen and change it toppk format

cd. ssh 0 Open Putty, loadppkfile underConnection |
mv ../Downloads/  yourkey.pem . SSH [Auth | Private key file for

0 Make key unreadable by other users authentication

chmod 400 yourkey.pem H Provide user nameloud-user

0 Protect key with passphrase H Provide password which you added to

ssh - keygen -p -f yourkey.pem Puttygen (Optional)




Opening VM to internet with security groups

. A Security Group defines a set of cloud level firewall rules for
filtering traffic, typically inbound

. By default Security Groups blocks all incoming connections to
your VM. It is good to keep them as closed as possible! _
Security groups define combinations of ports and IP addresses Firewall
for which the incoming connections are permitted
Security groups are created in the web interface and then

applied to virtual machines o =

One security group and include severy al Arul eso and
several virtual machine ]

One machine can use several security groups and vice versa —

. You can additionally have some VM level firewall rules in
conjunction to security group for better security.

. Typical case: allow connections from the IP address of your own
computer to port 22 (SSH port).

@@;\Qt Ssh terminal
- )

IP:

123.456.7




Project v
Project / Compute / Access & Security

Compute w

Securlty Groups oeies  ACCESS & Security
Instances
Volumes Security Groups Key Pairs Floating IPs APl Access
Images

ACreated by navigating to .
Compute>Access and Security>Create 0

Security Group Add Rule
o Several predefined rule sets are available, ™ © Description:

Rules define which traffic is allowed to instances
S u C h a'S fo r S S H Remote * © assigned to the security group. A security group rule
= . consists of three main parts:
0 At bare minimum you need to select the CIoR - o
ule: You can specify the desired rule template or use
- custom rules, the options are Custom TCF Rule, Custom
Source IP for the trafflc CIDR @ UDP Rule, or Gustom ICMP Rule.

0.0.0.0/0
. - Open Port/Port Range: For TCP and UDF rules you may
O M Od Ify th e C I D Rfl eld tO aI IOW SS H choose to open either a single port or a range of ports.
. L. Selecting the “Port Range® option will provide you with
space to provide both the starting and ending ports for
CO n n eCtI O n S O n |y fro m S peCIfI C I PS the range. For ICMP rules you instead specify an ICMP
type and code in the spaces provided.

Ak

Remote: You must specify the source of the traffic to be
allowed via this rule. You may do so either in the form of
an IP address block (CIDR) or via a source group
(Security Group). Selecting a security group as the source
will allow any other instance in that security group access
to any other instance via this rule.

Cancel Add



Creating an Instance

Launch Instance

Access & Security Networking * Network Ports Post-Creation

Advanced Options

0 Navigate toCompute>InstancesandLaunch Instance

0 Give Instance name dastname_firstname_instance

Availability Zone Specify the details for launching an instance.

nova M The chart below shows the resources used by this project

in relation to the project’s quotas.
Instance Name *

0 Select a Flavor of your choicgtdndard.tiny is a good

Flavor Details

fi rS t C h O i Ce) kapoar. shubham._instance Name i
Flavor * g VCPUs 1
0 Select Instance Boot Source Bsot from image Number of nstances ° Eopermers Dk
o Instance Boot Source * @ BAM 1,000 MB

0 Pick an image any image

Boot from image -

Project Limits
Number of Instances

Image Name

Select Image v

0 Navigate toAccess & Securityn same popup. Make

Select Image

OOOA  OSSKJ | @HSkcarly Group is selected. e
Fedora-Atomic-25 (669.4 MB) w

ScientificLinux-6 (483.6 MB)
ScientificLinux-7 {806.0 ME)
Ubuntu-14.04 (389.3 MB)

0 Populate the PosCreation script as per

Cancel Launch




Creating an Instance !

Launch Instance

Access & Security

Advanced Options

Availability Zone

Add SSH key pair to Web U

nova

*
Instance Name

Create instance as before

kapoar.shubham_instance

Flavor * @

standard.tiny

In Access & Securitymake sure that the SSH key pair
selected

Number of Instances ©

1

Instance Boot Source * @

Boot from image

When connecting to the instance, designate the priva
key into the session or prpopulate it into an SSH age
prior to making a connection

Image Name

Select Image

Select Image

CentOS5-6 (411.8 MB)
CentOS-7 (512.8 MB)
Fedora-Atomic-25 (669.4 MB)
ScientificLinux-6 (483.6 MB)
ScientificLinux-7 {806.0 ME)
Ubuntu-14.04 (389.2 MB)

Networking *

Network Ports

Post-Creation

Specify the details for launching an instance.

The chart below shows the resources used by this project
in relation to the project's quotas.

Flavor Details

Name standard.tiny
VCPUs 1

Root Disk 80 GB
Ephemeral Disk 0GB

Total Disk 80 GB

RAM 1,000 MB

Project Limits
Number of Instances

Number of VCPUs

Total RAM

Cancel Launch




Exercise Set 1: Creating & Securing Virtual Resources

AExercise I- Creating a temporary Virtual Machine for testing login
0 Log in to Cloud Dashboard attps://pouta.csc.fi/
o Create your own Virtual Machine Instance with disposable password in post creation section
0 Associate Floating IP to Virtual Machine Instance
0 Log in to your VM using SSH or Putty
o0 Exit and delete the VM

AExercise 2 Creating an SSH key pair for secure login to an Instance
o0 Create an SSH key pair, storing the private key in a safe place
o Create new VM Instance using this key pair
0 Associate Floating IP address to VM
0 Log in




Exercise Set 1: Creating & Securing Virtual Resources

AExercise ¥ Create your own Security Group for securing your virtual resources
o Create your own Security Group for SSH traffic
o Start by creating a wrong Security Group rule
o Attach it to your VM
0 You would be denied access to your VM
0 Modify Security Group again, this time with correct Security Group rule
o Connect to your VM




Pouta: Hardware Options

ZNormal Computing &
Software
Development

ZNormal Application/
Web & content
\_ services hosting

/~ . .
Z Al, Deep Machine Learning w ( Z Fast local disk needs
[ Intensive 3D/Video/Image £ Hadoop/Spark
processing Z Clustered Databases
,
\_
e \ = R

Standard
Flavor

£ Scientific
Applications

Z Advanced Computing
& Software
Development




OpenStack ——
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Current OpenStack version used by Pouta services is Newton

. OpenStack is a cloud software that allows end user to create and use their VM
instances, networks and storage.

. Fast moving open source project with backing from industrial giants like AT&T, Red
Hat, IBM, Intel, HP etc.

. Flexible architecture which may support different types of scalabilities.

. Used by many organizations from research institutes to service/content providers.

. Large customer base augments better availability of expertise, support and chanc ™
of continuity. D p e n S a C

- Supports Web Ul, CLI and REST Interfaces




OpenStack WebUI

—~— W project_ 2000682 v

Project \ 2
Project / Compute / Overview
Compute v
Overview
peE

voumes  Limit Summary

- 4

Access & Seourity

Notwork > Instances VCPUS RAM Floating IPs.
Orchestration > Used 3018 Used4ots Used 3.9GB of 32.2G8 Used2of2
entity > ’
Volume Storage
Used 15GB of 1000G8

Usage Summary

Select a period of time to query its usage:

From: 2017-08-28 To: 2017-08-29 VNMMMHW-MM-ODVW

Security Groups
Used 30120

Active Instances: 3 Active RAM: 3 9G8 This Period's VCPU-Hours: 122.30 This Period's GB-Hours: 7343.36 This Period's RAM-Hours: 122386 27

Usage

Votumes
Used 20110

& Download CSV Summary

—— ™ project 2000692

Compute
Cvarview
Instances
Volumes

Access & Security

Natwark >
Orchestration >
Idantity >

Images
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O » CentOS-6

O ¥ CentOS-7

O ¥ demo_snapshat
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v
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Ubuntu-14.04
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Image
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Image

Image
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Status

Active

Acthva

Active

Active

Active

Active

Visibility

Public

Fublic

Private

Public

Fublic

Public

Public

Disk Format

Qcowz

Qoowsz

RAW

acowz

Qcowz

Qcows2

Qcows2

acowz
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Size

448,25 MB Launch =
512.30 MB Launch =
B0.00 GB Launch =
669,38 MB Launch =
453,34 MB Launch =
B7T.32 MB Launch =
389,35 MB Launch =
4E3.61 MB Launch =




