Introduction to using cloud and containers
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OpenStack and Docker oriented view
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Cloud Computing

4 )

“Cloud Computing refers tolon-demand]delivery of computing services -
servers, storage, databases, networking, software, analytics and more—

ovefthe network)’
— y
Y

4 )
“A model for enablin ;Q_nmi_en_t,lon-demand network access to a shared

pool oflconfigurablelcomputing resources (e.g., networksi servers, storage,

applications, and services) that can be{rapidly provisionedjand released with

_ minimal managementjeffort or service provider interaction” Y

\_@@_
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Cloud Deployment Models P

e Shared by several\

organizations with
similar goals

e Example: many

ELIXIR Node

clouds

e Provisioned for
exclusive use by a single
organization
e Example: organization’s

internal cloud system

-

e Composition of
two or more
clouds

e Example: an HYBRID
academic cloud is
extended to public
cloud or other
Qcademic cloud

e Anybody can buy its services
e Example: Microsoft Azure

J
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laaS — PaaS - SaaSs : the responsibility division

| Application
L
@ 2
5 < ” Runtime )
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o Middleware
w
)
. O/S s
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Virtualization 7\ o Virtualization > 2
2 S
Servers 3 Servers 5
- T 2
Storage g Storage
o
Networking % Networking |
Infrastructure as a Service (laaS) Platform as a Service (PaaS)
CSC'’s ePouta/cPouta CSC’s RAHTI
Amazon EC2, CSC'’s notebook.csc.fi
Microsoft Azure.... Google AppEngine,
Heroku,...

Application
Data
Runtime
Middleware

o/s >

Virtualization

I3PIN0Id IINIDS

Servers

Storage

Networking )

Software as a Service (SaaS)
CSC’s Chipster,
Google Web Apps,
Microsoft Web Apps,,..
DropBox and many other cloud services

csc



Cloud Service Landscape

Infrastructure as a Service (laaS) _ _ _
* This course is strictly about laaS cloud

- Application

* Yesterday's services in a Virtual Machine are
today’s containerized microservices; today’s
containerized microservices are tomorrow’s
serverless architectures

Subscriber
A

Middleware
O/S
Virtualization

£
Servers <
Storage & * laaS probably has some evolutionary cycles left,
<.
Networking & to0o
For example: * Let's proceedto look at how laaS is setup!

pouta.csc.fi, Amazon EC2,
Microsoft Azure, Google Compute
Engine




CsS

Typical 1aaS Cloud Setup

.
‘|| Web UlI,
CLl, ..

Frontend
Client
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Creating virtual resources in Pouta - User Interfaces

* Web User Interface -
/ o Suitable for administering individual VMs, keys, images, volumes...
o The only Ul to support Haka federated login

* CLItools
O~ o Suitable for more elaborate resource provisioning and possibly
S some lightweight (scripted) software integrations
o More info at https://research.csc.f/pouta-install-client

* Programming APIs
l o Suitable for building very large systems and stacks
o —

o Support from individual services (compute, storage) to full-fledged orchestration
o List of APIs available at https://pouta.csc.f/dashboard/project/access_and_security




Workflow For Creating Resources

User

P,
|" Hﬁl\%—a
4 ?
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1. "Give me a virtual machine
called VM1 connected to the
internal network X.”

Cloud interface
server

.:3I.|I| > ’

Virtualized resources




Workflow For Creating Resources

1. "Give me a virtual machine
User called VM1 connected to the Cloud interface
internal network X.” server

% I

2. "OK. It is running.”

Virtualized resources

W edd

VM1
Network X




Workflow For Creating Resources

User 1. "Reserve public IP address 1.2.3.4 Cloudinterface
and attach it to VM1.” server
| & )
\‘x._ Sy .q“l > '
2. "OK. Done.”

Virtualized resources
1.2.3.4

o

VM1
Network X
Public network Z




Workflow For Creating Resources

User Cloud interface
server

3 '

Virtualized resources

A/ d

VM1
Network X
Public network Z




Things needed to create and access aVM in cPouta

* Access to Pouta Web Ul
* One IPv4 address - a public "Floating IP”
* Security Group permitting access from User’s computer
* Ssh key-Based Authentication
* |ater the authentication can be changed to password based,
but it is not so recommended as password protected key
* SSH client software
* Internet access




Creating a Key pair

Project '
Project / Compute / Access & Security
Compute w
oeview  ACCESS & Security 2
Instances
Volumes Security Groups Key Pairs Floating IPs AP| Access

Images ter Q <+ Create Key Pair X Impert Key Pair I Delete Key Pairs |

(m] Pair Name Fingerprint Actions
Access & Security Key 9erp
Network > O dockercls 69:3d:55:0a:1d:04:29:51:90:5e:91:45:ce:9b:09:5d Delete Key Pair

Navigate to
Compute>Access and
Security>Key Pairs

Create Key Pair

Key Pair Name *
kapoor_shubham DeSCI’IptI on:

Key pairs are ssh credentials which are injected into
images when they are launched. Creating a new key pair
registers the public key and downloads the private key (a
.pem file).

CI |C k 0 n Create Key Prf)t(etct kand use the key as you would any normal ssh
. private key.
Pair, name key as

lastname_firstname Cancel




Storing the key pair

Linux and Mac OS X Windows

e C(reate .ssh directory in ~ if its not there e Download Putty and Puttygen tools if you
already don’t have them

mkdir -p .ssh

chmod 700 .ssh e Load your private key (yourkey.pem) into

e Move key pair to .ssh directory puttygen and change it to .ppk format

cd .ssh e Open Putty, load .ppk file under Connection |

mv ../Downloads/yourkey.pem . SSH | Auth | Private key file for

e Make key unreadable by other users authentication

chmod 400 yourkey.pem O Provide user name cloud-user

e Protect key with passphrase o Provide password which you added to

ssh-keygen -p -f yourkey.pem Puttygen (Optional)




Opening VM to internet with security groups

« A Security Group defines a set of cloud level firewall rules for
filtering traffic, typically inbound

« By default Security Groups blocks all incoming connections to
your VM. It is good to keep them as closed as possible! _

. Security groups define combinations of ports and IP addresses Firewall
for which the incoming connections are permitted

« Security groups are created in the web interface and then
applied to virtual machines o —

« One security group and include several “rules” and be used by
several virtual machine

« One machine can use several security groups and vice versa

« You can additionally have some VM level firewall rules in
conjunction to security group for better security.

. Typical case: allow connections from the IP address of your own
computer to port 22 (SSH port).

N
@F%Véte<j Ssh terminal >
IP: e N

123.456.7

\ /ivrtiirnl
Vil CUQA

Public
ke




Project v
Project / Compute / Access & Security

Compute [
Secunty GI’OUpS oo ACCESS & Security
Instances
Volumes Security Groups Key Pairs Floating IPs APl Access
Images

* Created by navigating to 0 Mame
Compute>Access and Security>Create o

. Add Rule
Security Group
. . Rule *
o Several predefined rule sets are available, — . Description:
SUCh aS for SS H Remote * © S:slfgsnizflt.let:: I:;::gzzEg??esi{tzzrlirl;?t::ﬂ?rule
.. . consists of three main parts:
O At bare mlnlmum yOU need to SeleCt the cioA ’ Rule: You canspecihlﬁthedesired rule template or use
Source IP for the traffic o e ot s o TP e, Gt
0.0.0.0/0

Open Port/Port Range: For TCP and UDF rules you may

@) MOdlfy the CIDR fleld tO a”OW SSH choose to open either a single port or a range of ports.

Selecting the “Port Range® option will provide you with

1 i space to provide both the starting and ending ports for

conn ECt Ions on Iy fro m S peCIfI C I PS the range. For ICMP rules you instead specify an ICMP
type and code in the spaces provided.

Remote: You must specify the source of the traffic to be
allowed via this rule. You may do so either in the form of
an IP address block (CIDR) or via a source group
(Security Group). Selecting a security group as the source
will allow any other instance in that security group access
to any other instance via this rule.

Cancel Add



Creating an Instance

Launch Instance

Access & Security Networking * Network Ports Post-Creation

Advanced Options

e Navigate to Compute>Instances and Launch Instance

® Give Instance name as lastname_firstname_instance

Availability Zone Specify the details for launching an instance.

nova M The chart below shows the resources used by this project

in relation to the project's guotas.

Instance Name * R
Flavor Details

e Select a Flavor of your choice (standard.tiny is a good

f| rst C h 0 | C e) kapear_shubham_instance Name andard iy
Flavor " @ VCPUs 1
standardiny ' Root Disk 80 GB
e Select Instance Boot Source as Boot from image Namber of instances Espemers ik oce
! Total Disk 80 GB
Instance Boot Source * @ BAM 1,000 MB

e Pick animage - any image

Boot from image -

Image Name Project Limits

. . . s . Number of Instances
e Navigate to Access & Security in same popup. Make -
sure that the "SSH - World"” Security Group is selected. o eove
' Total RAM
Fedora-Atomic-25 (669.4 ME) -

ScientificLinux-6 (483.6 MB)
ScientificLinux-7 {806.0 ME)
Ubuntu-14.04 (389.3 MB)

e Populate the Post-Creation script as per

Cancel Launch




Creating an Instance !

Launch Instance

Access & Security Networking * Network Ports Post-Creation

Advanced Options

e AddSSH key pair to Web Ul Availability Zone

Specify the details for launching an instance.

nova M The chart below shows the resources used by this project

in relation to the project's guotas.

Instance Name * R
Flavor Details

e Create instance as before

kapoar.shubham_instance

Name standard.tiny
Flavor * @ VCPUs 1
e In Access & Security, make sure that the SSH key pair is — - = 00
selected : tm G G
Instance Boot Source * @ RAM 1,000 MB

Boot from image -

e When connecting to the instance, designate the private
key into the session or pre-populate it into an SSH agent

Image Name Project Limits

Number of Instances

Select Image v
1 H 1 Select |
prior to making a connection et Numoer orvceus
CentOS-5 (411.8 MB)
CentOS-7 (512.8 MB) Total RAM
Fedora-Atomic-25 (669.4 MB) a-

ScientificLinux-6 (483.6 MB)
ScientificLinux-7 {806.0 ME)
Ubuntu-14.04 (389.3 MB)

Cancel Launch




Exercise Set 1: Creating & Securing Virtual Resources

* Exercise 1 - Creating a temporary Virtual Machine for testing login
o Login to Cloud Dashboard at https://pouta.csc.fi/
o Create your own Virtual Machine Instance with disposable password in post creation section
o Associate Floating IP to Virtual Machine Instance
o Log in to your VM using SSH or Putty
o Exit and delete the VM

* Exercise 2 - Creating an SSH key pair for secure login to an Instance
o Create an SSH key pair, storing the private key in a safe place
o Create new VM Instance using this key pair
o Associate Floating IP address to VM
o Login




Exercise Set 1: Creating & Securing Virtual Resources

* Exercise 3 — Create your own Security Group for securing your virtual resources
o Create your own Security Group for SSH traffic
o Start by creating a wrong Security Group rule
o Attach it to yourVM
o You would be denied access to your VM
o Modify Security Group again, this time with correct Security Group rule
o Connect to your VM




Pouta: Hardware Options

£ Al, Deep Machine Learning
e Intensive 3D/Video/Image
processing

-
e

e Normal Computing &
Software
Development

e Normal Application/
Web & content
\_ services hosting

w ( e Fast local disk needs h
e Hadoop/Spark
e Clustered Databases
_J
: = )
Standard
Flavor e Scientific
Applications

* Advanced Computing
& Software
Developmeat

J




OpenStack ——

csc

« CSC’s cPouta/ePouta cloud services are powered by OpenStack.

« Current OpenStack version used by Pouta services is Newton

« OpenStack is a cloud software that allows end user to create and use their VM
instances, networks and storage.

« Fast moving open source project with backing from industrial giants like AT&T, Red
Hat, IBM, Intel, HP etc.

. Flexible architecture which may support different types of scalabilities.

« Used by many organizations from research institutes to service/content providers.

o Large customer base augments better availability of expertise, support and chances ™
of continuity. OpenS d(

« Supports Web Ul, CLI and REST Interfaces




OpenStack WebUI

—~— ™ project 2000802 + & skapoor v & project 2000892 ~ & skapoor =
Project v Project -
Project / Compute / Overview
Computa 4 A Images
% Omput -
Overview
o (o S -~ |
Instances
Instances
volumes Limit Summary — =] Name = Type Status Visibility Pratected Disk Format Size
e ' ' ‘ m O » CentOS-6 Image Active Public No Qcowz 448.25 MB Launch -
Access & Security
Access & Security O  » CemtOS.7 Image Acthva Public Mo Qoows2 £12.30 MB Launch =
Notwork > Instances VCPUS RAM Floating IPs. Security Groups Vowmes
Natwark ) ;

xtiiasemion > Used 3018 Used 4ots Used 3.9G8 of 32268 Usea2or2 Used 30120 Used 20110 “ » O ¥ demo_snapshot Image Active Private Mo AAW 80.00 GB Launch =

’ Orchestration >
Wentity > O 3 Fedora-Atormic-25 Image Active Public Mo acowz 669.38 MB Launch =

Idantity >
O > Scientficlines Image Active Public Mo acowz 483.34 MB Launch -

Volume Storage

kbl = O ¥ Sclanti Image Active Public Mo Qcowz B77.32 MB Launch =
Usage Summary O ) Ubuntu-14.04 Image Active Public Mo acowsz 309,35 MB Launch =
O » Ubuntu-16.04 Image Active Public Mo acowz 48381 MB Launch =

Select a period of time to query its usage:

From:  2017-08-28 To 20170829 =Y e oo nousave i vevvaie o0 formn

Displaying 8 iterns

Active Instances: 3 Active RAM: 3 9G8 This Period's VCPU-Hours: 122.30 This Period's GB-Hours: 7343.36 This Period's RAM-Hours: 122386 27

Usage 4. Download CSV Summary
. - — = . ﬁL_ @ project_2000682 » & skapoor =
Project w
ﬁL I project_2000852 » & skapoor = Project / Network / Network Tepology
. Compute >
Project -
Project / Compute / Instancs
— Network ~ Network Topology
Compute v
owies  INStANCeES ey
& Launch Instance |+ Create Network 4 Create Router
L -
Tc g Gra
- o—— oo || 0 tarcnverce | [T e e~ s
Resize the canvas by scrolling up/down with your mousa/trackpad on the tepelegy. Pan arcund the canvas by clicking and dragging the space behind the topalogy.
. O Instance Name Image Name  IP Address Size Ky Pair Status  Availability Zone  Task  Power State  Time since created  Actions ration > nv e e oo o " aaarg
g ) 22 Toggle Labels | & Toggle Netwark Collapse
Aocess & Security 0O pouta-demo CentOS-7  « 182.188.1.8 standard tiry shubham_mac  Active nova None  Running & days, 17 hours Create Snapshot ~ ~ Idantity >
Metwork » O kapoordemo?  CentOS-7  » 182.188.1.11 standardtiny  kapoor.demo  Actve  nova None  Aunning 1 woek, 4 days Creato Snapshot =
Orchestration » * 182.168.1.15
Identity 3 O kapoor_demo-l - Floating IPs: standard.small  kapoor_demo  Actve  nova Nene  Aunning 2 woeks, & days. Create Snapshot =
i
* 183.168.25.40

Displaying 3 dems




OpenStack CLI

(osclient) skapoor-airl3:python virtualenvs skapoor$ openstack server 1list

a3 fd74-4Fffe-4F88-bcOf-dade/7defd483c2 Centds-6 active \ aBdeMB 5659 4599 93ef-c3232c96ddf8 | kapoor_shubham_instance | ACTIVE | project 2000692=192.168.1.8 | Ubuntu-16.04

FaddB4d63-2039-4d2e-8hdB-bh38d959338=f Cent0s-7 active (oschent) skapoor airl3:python_ virtualenvs skapoor$ openstack keypair show kapoor_shubham
SadSdSlb-bGeb-44e8-98b6-9d7fe9cacsdf Fedora-Atomic-25 active

C42266C9-7el05-45hd-3434-287539c0dco0 Scientificlinux-6 active

1d9a34dc-2a79-41c2-p787-4193a9¢5b726 | ScientificLinux-7 | active creaiien g | 0 PRREIEEARGL 40 L, BB

deleted False
E69hbef35-To0a-4hea-93cc-a57348art2ffl Ubuntu-14.04 actiwve deleted_at None

6cdd708e-fch@-4dbc-92f5-TfafdeSaars424 Ubuntu-16.04 active f;“%erpﬁ'ﬂt ié’éé{g%iffide:@9i651be:84if3ie7iab12213615719e
beBc3lab-elc?-4584-p79c-1fb6caaf4s0l demo_snapshot active ;ame kapoor_shubha

updated_at Mone
skapoor

(osclient) skapoor-airl3:python_virtualenvs skapoor$ openstack server create --flavor standard.tiny --image 6cd4708e-fcb0-4dbc-92f5-faf4e0a
a7424 --key-name kapoor_shubham kapoor_shubham_instance_2

-DCF:diskConfig MANUAL
0143b0dl-47288-A4dlT-3a04-4473edars/c2an standard. ti -EXT-AZ:availability_zone
053c4852-ddle-42dc-947a-fe4263548 Fa9 hpc-gen2. 48core 240060 -EXT=SUS povier_siaie OIS TATIE

110eb004 f7ce 474b 8158 14pb244ch@5e | hpc gen2. 24core | 120008 St NaL it e

1792db39-F38e-43ba-ae95-9607549b4F84 | standard. xlarge 16066 ~SRV-USG: launched_at None
27d232d6-d245-4cf4-8ab%-a0424085184b | hpc-gen2. 8core 48008 “SRV-USG: terminated_at None

accessIPv4
2724bB8E-287T-49a5-8219-2295cde364c3 hpc-gen2. 16core 80E60 accessIPv6
41ec2177-604b-492c-8T19-T2d7c2bc8c07 | io. 70GB 10060 adiresses S
544e940¢c-4b9b-4T54-ab6T-fleel792fTeds hpc-gen2. 2core laooe config drive !

58bbbT4c-el74-4857-bBO5E-bOcc86cOTE77 hpc-genl. 16core 5HE60 created 2017-09-15T12:07:17Z

a82b2b5F-6788-41Fd-80ch-ed7576eele7c | hpc-genl. Score 30008 feer AT I PR ML KRR S <L 1 e = B eas)
af9faste-818a-421e-9142-0341e7818d90 0. 340GE 4006006 id 61076662-6ca5-44af-93b4-7b1b832a644a
badfo270-93fe-47ee-b402-714813527190 hpc-genl. lcore 3758 e Utz =il @2 (Geat7ie - rel-Lahe A rse o Feoaamias)

key_name kapoor_shubham

cBc7bb30-2679-4efid-94ab-43952371505e hpc-genl. 4dcore 1500608 name kapoor shubham instance 2
clda3536-T22d-426e-bcl4-ef994f1lbfaa” io0. FOOGE 80000 progress 0
CGffasdd-6707-4399-9498 -9af6d34c8add | io0. 168GE 30000 ol AR CTDCRA R A e 2
d4aZch%c-99da-4e@f-82d7-3313ccazbic2 standard. small 20008 security_groups name="'default’
e7b3364e-f70c-4e3b-8e5a-Ta249759d14c | standard. large 23008 iﬁgﬁd o o 15112 07 182

73630088 -4967-48 Ff-bc8G-86c0d05FF418 | standard. medium e ¢

volumes_attached

e




What is Object Storage

o Object storage is a computer data storage architecture that
manages data as objects.

o Each object has three things: Data, Metadata and Globally unique
identifier. Data

o Different from other data storage architectures like File Storage:
Data as a file hierarchy and Block Storage: Data as blocks within
sectors & tracks.

o Accessed via APIs at application-level, rather than via OS at
system level.

o Scalable and Self healing storage.




File Storage vs Object Storage +
Object ID: 123456
Patient Name: Shubham
Patient ID: 23242
Physician Name: Dr. John

Custom Priorl : XYZ.DICOM
A Metadata Self Destruct: 2 Year
System

Metadata \

File Name: CTSCAN_Kapoor
Created by: Userl

Created on: 19-09-2017
File Type: DICOM

File Name: CTSCAN_Kapoor
Created by: Userl

Created on: 19-09-2017
File Type: DICOM

File Storage Object Storage




Where Object Storage Fits ——

csc

On Basis of Data Type On Basis of Data Size

o Storage of Unstructured/ Semi structured Data
like Media files, web contents, Backup Archives

tc STRUCTURED SEMI-STRUCTURED UN-STRUCTURED
etc. e e

» Cold Storage of structured and semi structured e e
data like Databases, Sensor Data, Log files etc. \

FILES
CAPACITY

o Archiving files in place of local tape drives.

S . o”
- -
- -
e -
------
------------

« Big Data, large data sets




Where Object Storage Doesn’t Fit ——

csc

« Hot Data.
« Relational/OLTP Databases.
. Latency intolerant applications.

« Data with Strict consistency requirements.

QEE; If. Server MgSQmLQ

ORACLE

DATABASE




Object Storage Around us

. Social Media Storage
‘ Big Data Analytics

Amazon S3

Microsoft Azure Agm
Blob Storage

‘ Offsite Backup/Archive

IBM Cloud ‘ Static Website Hosting

Object Storage
e ‘ Digital Archives

Google Cloud Storage




Persistent Data Volumes

. In Pouta, VM:s have only small local (virtual) disk
. Virtual data volumes can be created.

« Volumes can be attached one VM at the time.

« Volume sizes vary between 1-50 TB (or more)

« A project can have several volumes

. Management with web interface or command line client

. In a volume, data is preserved even though the VM is accidentally
deleted, or become in accessible.

« VVolumes are project specific, not user specific

« No backup!



Pouta : Managing Project

« A Pouta project contain a set of resources: cores, memory, storage, ip-addresses
o A default project contains:

« For cPouta: 8 cores, 32 GB memory, 1 TB disk space, 2 floating IP addresses .

« For ePouta: Negotiated between customer and CSC

o If needed you can ask for more resources for your project.

«Project members can build one or several VMs and volumes based on the granted resources.

«When VMs and Volumes are active they are consuming billing units (even if no one is using them).
« Project members can manage other members machines and volumes too.

« Your CSC account can be a member in many cPouta projects.
R



Pouta : VM States ——

csc

«Active — Consumes billing units regardless of the
real usage.

Bl o

«Shut off — Not active, but still reserves the
resources. Consumes still billing units.

Suspended — Temporarily suspended. Current
state saved. Can be revoked. Consumes billing
units

«Shelved — VM is shut off, resources are freed &
Sate is saved. Can be later on revoked if resources
are free (un-shelved). Does not use billing units.

«Terminate — Removes the Virtual Machine.



cPouta In action

S3 protocol
m—
Pouta
- Object
m Y Storage

— WWW interface | 1TB
.csc.fi
# f https:
— protocol

cPouta project S3
member client
terminal virtua
maching
WWW
| server |

https: — External

user



https://pouta/

o .
CSC - Suomalainen tutkimuksen, koulutuksen, kulttuurinja julkishallinnon ICT -
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Installing software to your VM

. The VM images include just the basic linux tools.
» You can/must add the tools you need with using tools like
System level repository installation:
- Centos and Scientific linux: sudo yum
- Ubuntu: sudo apt
- add missing libraries and linux commands and many applications too
Compile codes or download pre-compiled binaries.
Install Docker and use Docker images.
Use Condal!




sudo command for system administration

The default user, cloud-user, does not have superuser rights,
but can do admin operations with sudo.

sudo linux-command-to-execute

. Repository installations
« System libraries and directories
. User accounts
e.g.
sudo reboot
sudo yum install nano

sudo nano /etc/yum.conf

sudo useradd teppo



Repository installation in Centos and RedHat with yum

System wide installation of libraries and tools
Many application software are also available this way

yum help List subcommands and options

sudo yum install package Install a package from repository

sudo yum update Update one or all packages in the system
yum provides filename Check what packages include the defined file
yum search term Search package names and descriptions
sudo yum localinstall Install locally available rpm file

package

sudo yum remove package Remove a package



Repository installation in ubuntu with apt-get

System wide installation of libraries and tools
Many application software are also available this way

apt-get --help List commands and options

sudo apt-get install Install a package from repository

package

sudo apt-get update Update one or all packages in the system
apt-file filename Check what packages include the defined file
apt-cache search term Search package names and descriptions
sudo yum localinstall Install locally available rpm file

package

sudo apt-get remove Remove a package

package



Conda /Bioconda

. Easy way to install software tools together with their
dependencies

. Bioconda- repository contains over 700 bioscience tools

. Does not need superuser privileges

. For installing conda and browsing bioconda packages,
check bioconda home page:

https://bioconda.github.io/

« Once you have conda installed, you can install application

software with commands like:
conda create -n aligners bwa bowtie hisat star

source activate aligners
bwa




